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Introduction

Evolutionary biologists usually apply the concept of

adaptation to individual organisms. However, it has long

been recognized that in principle, groups might also

exhibit adaptations. The idea of group adaptation, and

the associated concept of a ‘superorganism’, was

famously criticized by G.C. Williams (1966), but has

since been revived by proponents of ‘multi-level selec-

tion’ (Seeley 1989, 1997; Sober & Wilson, 1998; Hölldo-

bler & Wilson, 2009). Progress on this topic has been

hampered by unclarity about how exactly ‘group adap-

tation’ should be defined, how it relates to ‘group

selection’, and the conditions under which it can evolve.

Gardner and Grafen (2009) make a remarkable contri-

bution by bringing mathematical precision to these

issues, with striking results. They do this by applying

Grafen’s ‘formal Darwinism’ project (Grafen 2002, 2006,

2008), which provides a general framework for under-

standing the concept of adaptation, to groups.

Our aim here is to take further the analysis of group

adaptation, using a similar methodology to Gardner and

Grafen. We recognize the merits of making the concept of

group adaptation precise and share their view that the

formal Darwinism project offers the best way to do this.

However, Gardner and Grafen’s analysis leaves open a

number of issues. In particular, it is unclear how the

concept of group adaptation they articulate relates to

G.C. Williams’s (1966) well-known analysis of the

concept (cf. Sober and Wilson 2011).

Our discussion falls into three parts. Firstly, we explore

a subtle difference between two ways of defining

adaptation using the formal Darwinism machinery, one

used by Gardner and Grafen, the other by Grafen in his

earlier papers. The two definitions have different impli-

cations in general; and as applied to groups, they differ

on whether clonality, or repression of within-group

competition, represents the clearest case of group adap-

tation.

Secondly, we study how the formal Darwinism

approach can be reconciled with G.C. Williams’ distinc-

tion between ‘group adaptation’ and ‘fortuitous group

benefit’. The former refers to a group feature that evolved

because it benefits the group, the latter to a group feature

that happens to benefit the group but did not evolve for

that reason. (Thus Williams famously contrasted a ‘herd
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Abstract

We consider the question: under what circumstances can the concept of

adaptation be applied to groups, rather than individuals? Gardner and Grafen

(2009, J. Evol. Biol. 22: 659–671) develop a novel approach to this question,

building on Grafen’s ‘formal Darwinism’ project, which defines adaptation in

terms of links between evolutionary dynamics and optimization. They

conclude that only clonal groups, and to a lesser extent groups in which

reproductive competition is repressed, can be considered as adaptive units. We

re-examine the conditions under which the selection–optimization links hold

at the group level. We focus on an important distinction between two ways of

understanding the links, which have different implications regarding group

adaptationism. We show how the formal Darwinism approach can be

reconciled with G.C. Williams’ famous analysis of group adaptation, and we

consider the relationships between group adaptation, the Price equation

approach to multi-level selection, and the alternative approach based on

contextual analysis.
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of fleet deer’ with a ‘fleet herd of deer’.) Many biologists

regard this distinction as crucial, so it is of some interest

to see whether the formal Darwinism approach to group

adaptation can accommodate it.

Thirdly and relatedly, we consider the relation be-

tween the ‘Price equation’ approach to multi-level

selection and the alternative approach based on ‘contex-

tual analysis’. These approaches constitute alternative

ways of partitioning the total evolutionary change in a

structured population into components corresponding to

distinct levels of selection. Gardner and Grafen say that

their analysis ‘has identified Price’s between-group

selection as the driver of group adaptation’, and thus

favour the Price approach (p. 667). We show that the

contextual approach can also supply a formal definition

of group adaptation.

The ‘maximizing agent’ analogy

Gardner and Grafen’s analysis of group adaptation draws

on Grafen’s ‘Formal Darwinism’ project, which aims to

connect optimization and natural selection in a precise

way, thus formally justifying the intuitive idea that

selection leads to organismic design (Grafen 2002, 2006,

2008). Grafen’s approach is to use a fully explicit

definition of optimization, then to prove links between

optimality and evolutionary dynamics. The notion of

optimization is captured by an ‘objective function’ that

maps an agent’s phenotype to its ‘fitness’ (for some

measure of fitness); if an agent achieves the maximum

value of this function, they are said to ‘behave optimally’.

The links state logical connections between the optimal-

ity or otherwise of agents’ behaviour and the operation of

natural selection.

In Grafen’s original papers, the ‘agents’ are taken to be

individual organisms; this is natural because individuals

are usually treated as the bearers of adaptations in

biology. With this interpretation, the links capture the

sense in which natural selection leads individuals to be

adaptive units, just as Darwin originally argued. Gardner

and Grafen investigate what happens when the ‘agents’

in Grafen’s analysis are instead taken to be groups; their

aim is to see whether, and in what circumstances, whole

groups can legitimately be considered as adaptive units,

or ‘maximizing agents’. Their main conclusion is that

these circumstances are relatively rare, because the

required links between optimality and natural selection

only hold under fairly stringent conditions.

To understand Gardner and Grafen’s argument, the

optimality/selection links must be laid out explicitly (see

Table 1). The first link says that if all agents behave

optimally, there is no ‘scope’ for selection, that is, no

gene will change in (expected) frequency. This makes

good sense: if all agents achieve maximum fitness, the

fitness variance in the population is zero, so no selection

will occur. The second link says that if all agents behave

optimally, there is no ‘potential’ for positive selection,

which means that no introduced mutant will spread. This

also makes sense: if all agents achieve maximum fitness,

then no mutant can do better. The third link says that if

all agents behave suboptimally, but equally so, there is

no scope for selection. Again this makes sense, given that

selection requires variance in fitness. The fourth link says

that if all agents behave suboptimally, but equally so,

then there is potential for positive selection. This is also

intuitive, because a mutant phenotype that achieves a

higher fitness than the incumbents will spread in the

population.

The fifth link is slightly different, in that it describes

what will happen if the agents vary in their optimality.

The link says that if agents vary in their optimality, then

there is scope for selection, and the change in the

frequency of any gene is given by the covariance

between the frequency of that gene in an agent and

the agent’s relative fitness. The first part of this is

intuitive – nonzero variance in fitness implies that

natural selection can operate; the second part follows

from the Price equation with the second term set to zero,

described below. A sixth link is discussed by Gardner and

Grafen, but we do not treat it separately here as it is a

logical consequence of links four and five taken together

(as they note in their Appendix S1).

These links may seem obvious, but as Grafen (2002)

points out, that is only because many biologists simply

take for granted that selection leads to optimization. And

in fact, the assumptions that must be made, and the

definition of ’fitness’ that must be used, in order for the

links to be proved are nontrivial matters. For example,

when the agents are individuals, the absence of mutation

and gametic selection must be assumed to prove the

links; and depending on whether the individuals socially

interact, different definitions of ‘fitness’ must be used

(Grafen 2006). So the project is highly nontrivial.

When the agents are individuals, Grafen speaks of an

’individual as maximizing agent’ (IMA) analogy, to

capture the idea that individuals behave like economi-

cally rational agents, attempting to maximize the value of

their objective function. If all five links hold, the IMA

analogy is closely tied to the action of natural selection. It

is then legitimate to treat individuals as adaptive units,

Grafen argues, and to regard natural selection as acting to

optimize each individual’s phenotype. But where the

Table 1 The selection/optimality links.

1. If all agents behave optimally, there is no scope for selection

2. If all agents behave optimally, there is no potential for positive selection

3. If all agents behave suboptimally, but equally so, there is no scope for

selection

4. If all agents behave suboptimally, but equally so, then there is potential for

positive selection

5. If agents vary in their optimality, then there is scope for selection, and the

change in the frequency of any gene is given by the covariance between

the frequency of that gene in an agent and the agent’s relative fitness
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links do not hold, there is no justification for employing

the concept of individual adaptation.

Gardner and Grafen apply a similar logic to groups, by

developing a ‘group as maximizing agent’ (GMA) anal-

ogy. They study the conditions under which the five links

hold, with ‘agents’ understood as groups. These condi-

tions then determine when talk of group adaptationism is

valid, that is, when it is legitimate to regard groups as

adaptive units, and natural selection as acting to optimize

the group’s phenotype. So for Gardner and Grafen, the

validity of group adaptationism thus depends on whether

the selection/optimality links hold, where groups are the

optimizing agents. This yields an understanding of group

adaptationism that is both conceptually clear and math-

ematically precise.

The selection/optimality links: ‘actual’
vs. ‘possible’ definitions

For the selection/optimality links to be formally proved,

they need to be expressed mathematically. ‘Optimality’ is

defined as maximization of the objective function; ‘scope

for selection’ and ‘potential for positive selection’ are

expressed in terms of the evolutionary change in what

Grafen (1985) calls ‘p-scores’. Formally a p-score is

simply a function from the set of individuals in the

population to R. In the simplest case, a p-score is an

indicator function for a particular allele, indicating the

frequency of the allele within an individual (¼0, 1/2 or 1

for diploids); the average of this p-score over individuals

is then the frequency of the allele in the population. Any

weighted sum of such indicator functions also counts as a

p-score, which is why a p-score can assume any real

value. (These weighted sums represent breeding values

of phenotypic traits; see Grafen (1985, 2002, 2008) for a

full explanation of p-scores.)

In Grafen’s (2002) discussion of the IMA analogy, and

in Grafen (2006), he considers the set of all possible

p-scores in a population, that is, all functions from the set

of individuals to R, irrespective of whether these func-

tions indicate the frequency of an allele actually found in

the population (or a weighted sum of such functions). So

even if two individuals are genotypically identical, there

is still some possible p-score for which they differ. Grafen

(2002) then defines ‘no scope for selection’, an expres-

sion that occurs in links 1 and 3, as ‘no expected change

in population-wide average p-score, for any possible

p-score.’ Let us call this definition ‘no scope for selection

(possible)’.

Grafen’s definition of ‘no scope for selection’ may seem

odd; surely it would be more natural to define it in terms

of actual p-scores, rather than all possible p-scores? An

‘actual p-score’ may be defined as an indicator function

for an allele that is actually present in the population (or

a weighted sum of such functions). So for a given

population, the set of actual p-scores is a proper subset of

the set of all possible p-scores. If ‘no scope for selection’

were defined in terms of actual p-scores, it would mean

that whenever there is no expected genetic change in a

population, there is no scope for selection, and vice-

versa. Let us call this definition ‘no scope for selection

(actual)’.

The biological meaning of the condition ‘no scope for

selection (actual)’ is obvious, but what about ‘no scope

for selection (possible)’? In effect, the latter condition

means that no allele actually present in the population

will change in expected frequency and that no neutral

mutations can change in expected frequency. (By con-

trast, ‘no potential for positive selection’ concerns the

fate of non-neutral mutations.) Conversely, if there is

‘scope for selection (possible)’ in a population, this means

that the fitness distribution is such that, if the requisite

genetic variation were present, there would be expected

gene-frequency change. So although the condition ‘no

scope for selection (possible)’ seems odd at first sight,

referring as it does to nonactual p-scores, it can be given a

reasonable biological interpretation.

Moreover, the ‘possible’ definition is crucial to Grafen’s

project. To see why, consider link 5 – which says that if

agents vary in optimality then there is scope for selection.

Suppose a population of individuals does exhibit variance

in optimality (fitness), but is in population-genetic

equilibrium. This could be for a number of reasons, such

as overdominance. For example, suppose that individual

fitness depends exclusively on genotype at a single

heterotic locus; assume that AA and BB individuals are

nonviable, whereas ABs are viable. So at equilibrium, the

individuals do vary in optimality. However, at the locus

in question, there will be no evolutionary change; and

we may assume that at every other locus, all individuals

are genotypically identical. So no allele present in the

population will change in expected frequency; thus there

will be no expected change in any actual p-score.

However, there does exist some possible p-score, for

example whose value is positively correlated with indi-

vidual fitness, which will change in frequency. So for link

5 to be true in the IMA case, ‘no scope for selection’ has

to be defined with reference to all possible p-scores,

rather than just actual p-scores.

It might be argued that the use of ‘all possible’ p-scores,

in the definition of ‘scope for selection’, is unnecessary

for the following reason. In the overdominance example.

there are exactly two possibilities: either all individuals

are genetically identical at all loci over than the

overdominant locus (case A), or this is not so (case B).

Both possibilities are consistent with the model assump-

tions. If we do not know whether case A or case B

obtains, then for all we know, there may be an allele

actually present in the population which will change in

expected frequency. Because we cannot rule this out, in

this sense, there is ‘scope for selection’ based solely on

change in actual p-scores. The problem with this reason-

ing is that it makes the existence or otherwise of ‘scope

for selection’ dependent on our knowledge, rather than a
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matter of objective fact. We regard this as undesirable,

because the holding of the selection/optimality links, and

thus the validity of adaptationism, would then become

knowledge-relative too. To avoid these untoward conse-

quences, one must allow that there is ‘scope for selection’

in both cases A and B above, which is precisely what

Grafen (2002) achieves by defining ‘scope’ in terms of all

possible p-scores. So the distinction between ‘actual’ and

‘possible’ p-scores is necessary.

In the IMA case, it is easy to see that link 5 is the only

link that could not be proved using the weaker ‘actual’

definition of ‘no scope for selection’, under the assump-

tions of no mutation or gametic selection. (The expres-

sion ‘scope for selection’ does not occur in links 2 and 4,

whereas links 1 and 3 must hold on the ‘actual’ definition

whenever they hold on the ‘possible’ definition.) How-

ever, we show below that in the GMA case, link 5 can

hold even on the ‘actual’ definition of ‘no scope for

selection’, in certain special cases; and moreover, link 5

can fail to hold even on the ‘possible’ definition, in

certain other cases.

If we accept the basic logic of the formal Darwinism

approach – that adaptationism is defined by the five

selection/optimality links holding – then the distinction

between the ‘actual’ and ‘possible’ definitions of ‘scope

for selection’ gives rise to two subtly different forms of

adaptationism. It is an open question which is better.

Queller & Strassmann (2009) have recently argued that

whether some entity is a ‘unit of adaptation’ depends on

the extent of actual, not possible, selective processes

within that entity. We do not take a stand on this issue

here. In what follows, we do not endorse either of the

two definitions of ‘scope for selection’ as objectively

correct, but rather explore the logical consequences of

both.

Groups as adaptive units

Gardner and Grafen (2009) consider a model of evolution

in a structured population. There are M groups each

containing N individuals. Each individual has a genotype,

a phenotype and a reproductive success value. Each

group has a ‘group genotype’, which is an unordered list

of the genotypes of its constituent individuals; group

genotype determines group phenotype, which deter-

mines group reproductive success. As before, a p-score is

a function from the set of MxN individuals to R.

The evolutionary change in any p-score is described by

the change in the average p-score in the population over

one generation, which we denote D�p. Gardner and

Grafen treat D�p as a random variable, to model uncer-

tainty, and focus on its expected value. Explicitly incor-

porating uncertainty allows them to handle many

biological complexities; however, these are not relevant

for our purposes, so to keep the analysis simple, we

ignore uncertainty and talk about the actual change. This

is strictly for simplicity; the expected change is what

really matters, and our results could easily be formulated

in such terms.

Assuming no gametic selection or mutation, D�p is

given by the simplest form of the Price equation:

wDp ¼ CovI�Jðwij; pijÞ ð1Þ

where pij and wij are the p-score and the reproductive

success of the jth individual in the ith group, respectively;

I ¼ {1,…,M} is the set of group indices and J ¼ {1,…,N}

the set of individual indices; and �w is average reproduc-

tive success in the population.

As is well known, eqn (1) can be expanded into a

‘multi-level’ format, by partitioning the total covariance

between individual p-score and individual reproductive

success into between-group and within-group compo-

nents, yielding the result first obtained by Price (1972):

wDp ¼ CovIðwi; piÞ þ EI ½CovJðpij;wijÞ� ð2Þ

where wi is the average reproductive success of the ith

group, pi the average p-score of the ith group. The first

term on the RHS is the covariance between a group’s

average p-score and its group reproductive success; the

second term is the average, or expectation, across groups

of the within-group covariance between individual

p-score and individual reproductive success. Equation

(2) is often regarded as decomposing the total change

into components corresponding to the effects of ‘group

selection’ and ‘individual selection’, respectively. This

interpretation is standard in the literature on multi-level

selection, though it is not the only way that these

contested terms have been defined.

It is a familiar point that substantial within-group

selection may undermine group functionality, thus

preventing the group from behaving as an adaptive unit

(Buss 1987; Maynard Smith & Szathmary, 1995; Frank

2003). Gardner and Grafen thus consider two models in

which within-group selection is completely absent,

which should constitute a ‘best-case scenario’ for group

adaptationism. The first involves purely clonal groups;

the second involves nonclonal groups with full repres-

sion of competition, that is no within-group variance in

fitness. (By this, Gardner and Grafen mean no within-

group variance in expected, rather than realized, fitness –

which means that the existence of reproductive division

of labour in a group is fully compatible with zero within-

group variance in fitness. This is one place where the

distinction between realized and expected fitness, which

we are ignoring for simplicity, is important.)

If there is no within-group selection on a given p-score,

the second RHS term of eqn (2) will be zero, in which

case it reduces to

wDp ¼ CovIðwi; piÞ ð3Þ
Clearly, eqn (3) will apply to any p-score that shows no

within-group variance. So in the clonal groups model,

eqn (3) will apply to all actual p-scores. Similarly, eqn (3)

will apply whenever there is no within-group variance in
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fitness, as in the repression of competition model. Both

models imply that for each group, the within-group

covariance between fitness and p-score is zero, and thus,

the average of this covariance across groups is also zero.

Gardner and Grafen then claim that in both of these

models, the links between the GMA analogy and gene-

frequency change do obtain (with one proviso), so group

adaptationism is valid. This is the central positive claim of

their paper. The reason the links hold in these models,

they claim, is that the assumption of no within-group

selection renders eqn (3) applicable, which in turn allows

the five links to be proved, with the objective function

taken to be group fitness, that is the average fitness of the

individuals in the groups. By contrast, when within-

group selection is not assumed absent, so the full Price

eqn (2) must be applied, none of the links can be proved,

so it is not legitimate to regard groups as adaptive units.

The proviso concerns link 4 in the repression of

competition model (which says that if all agents behave

equally suboptimally, then at least one mutant can

spread). This need not be true, Gardner and Grafen

argue, because although an improved group phenotype is

possible at the suboptimal equilibrium, ‘there is no

guarantee that the corresponding genetic variants will

arrange themselves together in groups in such a way as to

give rise to the desired group phenotype’ (p. 665). In the

clonal case, this problem does not arise, because any

group phenotype can be produced by a single genetic

variant. So they regard talk of group adaptation as fully

justifiable in the clonal case, but only partly justifiable in

the repression-of-competition case.

The significance of this consideration is debatable,

because a parallel problem arguably applies at the

individual level too. In Grafen (2002), where link 4 is

proved for individuals, it is simply assumed that any

nonresident phenotype can be produced by a genetic

variant – even though this may require several simulta-

neous mutations at different loci. A parallel assumption

could be made in the group case, that is, that any

nonresident group phenotype will be produced by

mutation, even if this requires several individuals to

mutate simultaneously – in which case link 4 would be

true. It may be that the required assumption is less

plausible in the group than the individual case, but this is

an empirical matter. Therefore, we are inclined to regard

link 4 as equally defensible, in principle, in both the

repression-of-competition and clonal models. But noth-

ing in what follows turns on this.

Clonality vs. repression of competition

Aside from the proviso concerning link 4, Gardner and

Grafen treat clonal groups and competitively repressed

groups on a par. However, there is actually a logical

difference between them with respect to links 1 and 3.

For simplicity, we focus on link 1, which to recall says

that if all groups are optimal, then there is no scope for

selection. Recall the distinction between the ‘actual’ and

‘possible’ definitions of ‘no scope for selection’ discussed

above. If we adopt Grafen’s original ‘possible’ definition,

it turns out that link 1 is true in the repression of

competition model but not in the clonal groups model.

Repression of competition implies that there is no

within-group variance in fitness. (We do not take this

condition to define repression of competition, for it is

possible that within-group fitnesses may be equal any-

way. Repression is a causal mechanism for bringing this

about.) The absence of within-group variance in fitness

can be expressed by VarJ(wij) ¼ 0 for all groups i. This

implies that for every possible p-score, CovJ(wij,pij) ¼ 0 in

each group i, which implies that eqn (3) above describes

the evolutionary dynamics of each p-score. Link 1 then

follows immediately; because if all groups are optimal,

then there is no variance in group fitness, so eqn (3) tells

us that Dp ¼ 0 for every possible p-score.

Now consider clonality. Note firstly that clonal groups

cannot be defined as VarJ(pij) ¼ 0 for all possible p-scores

and all groups i, that is no within-group variance in any

possible p-score in any group. For this condition is

logically unsatisfiable, given that the set of possible

p-scores is the set of all functions from the set of

individuals to R. That groups are clonal means the

absence of within-group variance in any actual p-score.

But there will be many possible p-scores that do show

within-group variance, even if the groups are clonal.

This means that the condition CovJ(wij,pij) ¼ 0 in each

group i does not hold for every possible p-score in the

clonal group model, unlike in the repression of compe-

tition model (see Appendix S1). Of course, even if that

condition does not hold for a given p-score, eqn (3) could

still apply to that p-score if the weaker condition

EI[CovJ(wij,pij)] ¼ 0 holds, that is, the average over

groups of the within-group covariances is zero. However,

this latter condition cannot hold true for all p-scores,

unless within-group fitnesses are equal. (See Appen-

dix S2, Proposition 2, for proof.)

This means that on the ‘possible’ definition of scope

for selection, link 1 only holds in the clonal groups

model if there is no variance in within-group fitnesses in

any group. Consider a case where the groups are clonal,

but within-group fitnesses do vary. In this case, it is not

true that if all groups are optimal, Dp ¼ 0 for every

possible p-score. It will always be possible to find a

p-score for which the condition EI[CovJ(wij,pij)] ¼ 0 does

not hold, and for which Dp will be nonzero. So even if

all groups are optimal, there will always be scope for

selection unless within-group fitnesses are equal in each

group. In fact, the absence of within-group variance in

fitness turns out to be necessary and sufficient for all the

links to hold, as we show below (see section ‘Main

Results’).

In a clonal groups scenario, it is of course possible that

within-group fitnesses will be equal. This will be so if

individual fitness depends only on individual genotype.
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But this need not be true. There are various reasons why

the members of a clonal group may differ in fitness (aside

from chance), for example, they may receive different

amounts of social help. It might still be argued that their

expected fitnesses will be equal, but this depends on how

exactly the states of the world, over which the expecta-

tion is taken, are defined. In any case, even if it is

assumed that clonal group mates have the same expected

fitness, in which case link 1 will hold on the ‘possible’

definition of scope for selection, it is important to realize

that it is not clonality but rather the absence of within-

group fitness variance that is responsible for the link

holding.

Because Gardner and Grafen hold that there can be no

scope for selection within clonal groups, in virtue of the

clonality, it is clear that they are employing the ‘actual’

definition of ‘scope for selection’, on which links 1 and 3

do indeed hold for clonal groups. This definition is

perfectly reasonable, but as we have discussed above,

adopting it complicates the formal Darwinism approach

to individual adaptation, as it makes link 5 logically

stronger and thus harder to satisfy. In the group case,

adopting the ‘actual’ definition of scope for selection

similarly strengthens link 5; as a result, repression of

within-group competition no longer suffices for link 5 to

hold, but clonality does.

To understand this, consider the following example.

A population contains asexual individuals of two geno-

types, A and B, living in groups of size N ¼ 4. Groups are

competitively repressed, so within each group, all indi-

viduals have the same fitness. The population contains

exactly three types of group: (AAAA), (BBBB) and

(AABB); the group fitness function is nonlinear and is

such that w(AABB) > w(BBBB) ¼ w(AAAA). (This is a

group-level analogue of over-dominance.) As a result,

the population is in equilibrium – no gene will change in

frequency – but the groups do vary in fitness (optimal-

ity). So link 5, which says that if the groups vary in

fitness then there is scope for selection, need not be true

for competitively repressed groups under the ‘actual’

definition of scope for selection.

This counterexample to link 5 depends essentially on

the groups being nonclonal. This is because for there to

be a polymorphic equilibrium with fitness differences

between groups, it is essential that some groups contain

individuals of different genotypes, given that group

fitness depends only on group genotype. Therefore, in

the clonal groups model, adopting the ‘actual’ definition

of scope for selection does not allow a counterexample to

link 5 to be constructed. (Note however that if the

assumption that group fitness depends only on group

genotype was relaxed, then link 5 would fail even in the

clonal case.)

The upshot is that depending on whether we use the

‘possible’ or the ‘actual’ definition of scope for selection,

the selection/optimality links will hold true under

different conditions. These differences are summarized

in Table 2, for both the individual and group models,

under the standard assumptions of no mutation and no

gametic selection.

What should we conclude from this? In one respect,

competitively repressed groups constitute the better case

for group adaptationism, but in another respect clonal

groups do. If we adopt the ‘possible’ definition of scope

for selection, then repression of competition guarantees

that links 1–5 hold, but clonality does not. Some

biologists would regard this as welcome result. Queller

& Strassmann (2009) have argued that a clonal group

should not automatically be regarded as a superorganism,

if it shows no functional integration and no social

interaction among its constituent individuals; see also

Ratnieks and Reeve (1992). In a similar vein, Michod

(1999) argues that true higher-level individuals (or

superorganisms) must possess mechanisms for conflict

suppression. By these authors’ lights, an analysis of group

adaptation that privileges repression of competition is

independently desirable.

However, if we adopt the ‘actual’ definition of scope

for selection, then clonal groups emerge as the better

candidate for the superorganism mantle. On this defini-

tion, link 5 fails in the repression of competition model

but holds in the clonal groups model (so long as group

fitness is assumed to be a function of group genotype).

This consideration provides a possible basis, over and

above the argument given by Gardner and Grafen in

relation to link 4, for treating clonality as the ‘best case’

for group adaptationism.

The dichotomy between clonality and repression of

within-group competition, as means for unifying the

evolutionary interests of group members, has relevance

in relation to ‘major evolutionary transitions’. Multi-

cellular organisms typically employ both means; their

constituent cells are usually genetically identical, and the

fairness of meiosis serves to repress reproductive compe-

tition between the genes within a single genome, in

sexual species. Indeed, the assumption of fair meiosis,

that is the absence of gametic selection, is precisely why

links 1 and 3 hold true in the individual model of Grafen

(2002), on the ‘possible’ definition of scope for selection.

We take no stand on whether the ‘actual’ or ‘possible’

definition of scope for selection is preferable, nor there-

fore on whether clonality or repression of competition

constitutes the better case of group adaptationism. Our

aim has been to explore the logic of formal Darwinism as

Table 2 Conditions under which the links hold.

‘Possible’ definition ‘Actual’ definition

Individual Links 1–5 4 Links 1–4 4, link 5 x

Group–Clonality Links 2,4,5 4, links 1,3 x * Links 1–5 4 �

Group–Repression Links 1–5 4 Links 1–4 4, link 5 x

*Links 1 and 3 will hold if clonal group mates have identical fitness.

�Link 5 will fail if group fitness does not depend only on group

genotype.
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applied to groups, under both definitions. However in

what follows, we focus on Grafen’s original ‘possible’

definition, not because we think it is intrinsically supe-

rior, but because it allows us to find necessary and

sufficient conditions, that are biologically meaningful, for

links 1–5 to hold.

Group adaptation vs. fortuitous group
benefit

In Adaptation and Natural Selection, G.C. Williams (1966)

distinguished between ‘group adaptation’ and ‘fortuitous

group benefit’, as part of his celebrated attack on group

selectionism. The former refers to a group feature that

evolved because it benefits the group, the latter to a group

feature that happens to benefit the group but did not

evolve for that reason. So on Williams’ view, whether a

particular feature constitutes a group adaptation depends

crucially on its causal history. A clonal group of nonsocial

aphids, or of some marine invertebrate species, would

not count as group adaptation by Williams’ lights, for the

members of such groups engage in no social behaviour,

and the groups exhibit little or no functional organiza-

tion. If some such groups do better than others, this is

most likely a side-effect of differences in individual

adaptedness.

How does Williams’ influential concept of group

adaptation relate to the concept defined by the formal

Darwinism approach of Gardner and Grafen? The con-

cepts are clearly different; Gardner and Grafen hold that

group adaptationism applies to any clonal group,

although Williams explicitly rules out some clonal

groups. From Williams’ viewpoint, the five selection/

optimality links that Gardner and Grafen take to define

group adaptation could hold ‘for the wrong reason’, that

is as a side-effect of individual-level processes. This would

be so in a case in which there is no within-group

variation in fitness, and the individuals in each group

engage in no social behaviour. Williams would categorize

this as fortuitous group benefit, not group adaptation.

This difference between Gardner and Grafen’s and

Williams’ concepts may seem puzzling, because Williams’

point was precisely that a trait only counts as group

adaptation if it has evolved by a process of group-level

selection; and Gardner and Grafen define ‘group selec-

tion’ as ‘that part of gene-frequency change that is

responsible for group adaptation’ (p. 667). So where does

the difference stem from?

The answer is that Gardner and Grafen identify

‘group selection’ with the between-group component

of the multi-level Price equation, that is, the term

CovI(wi,pi) in eqn (2), whereas a proponent of Williams’

view must reject this definition. As many authors have

pointed out, the multi-level Price equation is arguably a

flawed way to decompose the total change into com-

ponents corresponding to distinct levels of selection

(Grafen 1984; Nunney 1985; Heisler & Damuth, 1987;

Goodnight et al., 1992; Okasha 2004, 2006). The basic

problem is that the covariance between group p-score

and group fitness may be positive even in the absence

of any causal relation between these variables; groups

with a high p-score may be fitter, simply because they

contain a higher proportion of intrinsically fit individ-

uals, even if there is no group effect on fitness, and no

social behaviour. Arguably, it is unhelpful to speak of

‘group selection‘ in such a circumstance; individual

selection is responsible for the entirety of the evolu-

tionary change. This is a close corollary of Williams’

point that group-beneficial features may arise as a side-

effect of individual selection.

If we accept that group and individual selection should

not be identified with the components of the multi-level

Price equation, then what decomposition of the evolu-

tionary change should be used to define them? One

promising approach is to use ‘contextual analysis’, a form

of multiple regression analysis (cf. Heisler & Damuth,

1987). This permits a solution to the problem that besets

the Price approach [i.e. the multi-level decomposition in

eqn (2)], by isolating the effect of a trait on group fitness

once individual effects have been stripped away. The

total change can still be partitioned into two components,

corresponding to the two levels of selection. The crucial

difference with the Price approach is that contextual

analysis only identifies a component of group selection

when there is a ‘group effect’ on individual fitness. The

method is described fully in the next section.

Gardner and Grafen discuss contextual analysis, but

appear to regard the distinction between the Price and

contextual approaches as merely semantic. Clearly, it is a

semantic matter how we use the expressions ‘group

selection’ and ‘individual selection’, but the question of

whether the causal action of natural selection operates at

the individual or group level is nonsemantic. We accept

Gardner and Grafen’s idea that group selection should be

defined as the part of gene-frequency change that is

responsible for group adaptation, but we show below that

this does not discriminate between the Price and the

contextual definitions of group selection (see section

‘Main Results’).

Some biologists might simply reject Williams’ distinction

outright and thus reject the idea that the selection/

optimality links might hold ‘for the wrong reason’.

Anyone doing this would naturally accept the Price

decomposition and Gardner and Grafen’s analysis. How-

ever, many authors, ourselves included, regard Williams’

distinction between group adaptation and fortuitous group

benefit as important. We show in the final section that

accepting this view does not mean abandoning the formal

Darwinism approach altogether.

Price’s equation vs. contextual analysis

Contextual analysis treats every individual in the popu-

lation as having two trait values, an individual p-score
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and the p-score of the group it belongs to. The key

question is then whether there is an association between

fitness and group p-score that does not result from an

association between fitness and individual p-score. This is

assessed with a linear regression model:

wij ¼ b1pij þ b2pi þ eij ð4Þ

where b1 is the partial regression of individual fitness on

individual p-score, controlling for group p-score; b2 is the

partial regression of individual fitness on group p-score,

controlling for individual p-score; and eij is the residual

whose variance is to be minimized. Therefore, b2 is the

change in individual fitness that would result if the group

p-score of an individual of fixed p-score were changed by

one unit; it measures the extent to which differences in

group p-score explain differences in individual fitness,

holding individual p-score constant.

If b2 is zero, this means that an individual’s fitness

depends only on its own p-score, so any covariance

between group p-score and fitness is a side-effect of

individual selection. Intuitively this means that individ-

ual selection is the only force affecting the evolution of

the p-score in the population – at least if we follow

Grafen (1984) in defining ‘individual selection’ in terms

of an action’s ‘effects on the actor’s number of offspring

alone’ (pp. 83–84). This means that for group selection to

operate, b2 must be nonzero.

It is natural to interpret b1 and b2 as measures of the

direct causal influence of individual p-score and group

p-score, respectively, on individual fitness. However, this

interpretation is only valid if the true dependence of wij

on pij and pi is linear (as for example in a linear public

goods game). Of course, even if the true dependence is

nonlinear, it is possible to apply eqn (4); but in that case,

the partial regression coefficients cannot be construed as

measures of direct causal influence.

Using contextual analysis, we can partition the evolu-

tionary change in p-score into two components, corre-

sponding to individual and group selection as understood

here. To do this, we simply substitute eqn (4) into

eqn (1). After simplifying, this gives:

wDp ¼ b2CovI�Jðpij; piÞ þ b1VarI�JðpijÞ
¼ b2VarIðpiÞ þ b1VarI�JðpijÞ

ð5Þ

Equation (5) constitutes an alternative to the Price

decomposition given in eqn (2), which to recall is:

wDp ¼ CovIðwi; piÞ þ EI ½CovJðpij;wijÞ� ð2Þ

Note that eqns (2) and (5) are both true; but they slice up

the total change in different ways. Which equation we

favour depends on whether we think ‘individual selec-

tion’ and ‘group selection’ should be understood as

within-group and between-group selection, or as selec-

tion on the component of individual fitness that is due to

differences in individual p-score, and to differences in

group p-score.

The contextual approach to multi-level selection,

enshrined in eqn (5), tallies neatly with Williams’ point

that ‘fortuitous group benefit’ and group adaptation are

different matters. In cases of fortuitous group benefit, a

trait (or p-score) that is individually advantageous leads

to an incidental benefit for the group; so group p-score

will covary positively with the fitness of both individuals

and groups. But this association goes away if we control

for individual p-score, as it alone affects individual

fitness; therefore b2 is zero. On the contextual approach,

the evolutionary change is then solely attributable to

individual selection, whereas the Price approach wrongly

detects a component of group selection.

One limitation of the contextual approach is that if a

particular p-score shows no variation within groups, then

the partial regression coefficients b1 and b2 are unde-

fined. This is because the absence of within-group

variance in p-score means that an individual’s p-score

and the p-score of their group are perfectly colinear – so it

is impossible to compare the difference in fitness of two

individuals with the same group p-score but different

individual p-scores, and vice-versa. Although eqn (5)

cannot be applied in such a circumstance, it still makes

sense to ask whether there is a direct causal link between

individual (or group) p-score and fitness; it is just that the

this causal question cannot be answered by purely

statistical means.

Now recall the GMA analogy, that is the selection/

optimality links where the agents are groups. It is because

Gardner and Grafen find a close relationship between

these links holding and the absence of within-group

selection, that is CovJ(pij,wij) ¼ 0 for all groups i, that

they regard group adaptationism as intimately related to

the Price approach. If one is persuaded by the alternative

contextual approach, it is natural to ask what the relation

is between the links holding and the absence of individ-

ual selection as defined by contextual analysis, that is

b1 ¼ 0 (cf. Foster 2009).

A first step towards answering this question is to

consider the relation between the absence of within-

group selection and the absence of individual selection in

the contextual sense. Because the Price and contextual

partitions slice up the total change differently, one might

think that the absence of within-group selection would

be logically unrelated to the absence of individual

selection in the contextual sense. Surprisingly, it turns

out that this is not so.

In Appendix S2 (Proposition 1), we show that the

following relation holds. For a particular p-score, if there

is no within-group selection on that p-score, then either

b1 ¼ 0 or else the p-score shows no within-group

variance – in which case b1 and b2 are undefined.

Conversely, if b1 ¼ 0, or if the p-score shows no within-

group variance, it follows that there is no change due to

within-group selection, that is, the average across groups

of the within-group covariance between p-score and

individual fitness is zero. But this does not imply that
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CovJ(pij,wij) ¼ 0 for all groups i. So in short, for a given

p-score, ‘no within-group selection’ implies ‘no individ-

ual selection (contextual) or the p-score shows no within-

group variance’, but not vice-versa.

One might conclude from this that if the absence of

within-group selection characterizes group adaptation-

ism, as Gardner and Grafen hold, then the absence of

individual selection in the contextual sense cannot also

characterize it. But this does not follow, if we adopt the

‘possible’ definition of scope for selection, discussed

above. For surprisingly, when all possible p-scores are

considered, the difference in logical strength between the

conditions ‘no within-group selection’ and ‘no individual

selection (contextual)’ disappears. We show this in the

next section.

Main results

In this section, we outline our main results; full proofs

are in Appendix S2. We continue to use the basic

Gardner and Grafen model of evolution in a structured

population outlined above; notation remains unchanged.

As before, gametic selection and mutation are assumed

absent, and uncertainty is ignored. (This latter restriction

could easily be relaxed.) In Table 3, we write formal

definitions of the following conditions on a given p-score:

‘no within-group selection’, ‘no change due to within-

group selection’, ‘no individual selection in the contex-

tual sense’, ‘no within-group variance in fitness’, and ‘no

within-group variance in p-score’. These conditions bear

interesting logical relations to one another.

Proposition 1. For any given p-score, the following

logical implications hold:
‘no within-group variance in fitness’

� ‘no within-group selection’

� ‘no change due to within-group selection’

, ‘no individual selection (contextual)’ or ‘no within-

group variance in p-score’

Note that the first two of these implications hold in one

direction only, but the last is an equivalence.

We now consider all possible p-scores and write formal

definitions for the corresponding conditions in Table 4.

Importantly, the condition ‘no within-group variance in

any p-score’ can never be satisfied, for reasons noted

earlier. Similarly, the condition ‘no individual selection

in the contextual sense on any p-score’ can never be

satisfied - because b1 will be undefined for any p-score

that shows no within-group variance. Note also that the

condition ‘no within-group variance in fitness’ for a

single p-score, and the corresponding condition on all p-

scores are identical, because the variable ‘p’ does not

occur in the expression ‘VarJ(wij)’. (In the remainder of

this section, ‘all p-scores’ refers to all possible p-scores,

that is all functions from the set of individuals to R.)

Our main result is that the following logical relations

obtain between the conditions on all p-scores:

Proposition 2.
‘no within-group variance in fitness’

, ‘no within-group selection on any p-score’

, ‘no change due to within-group selection in any

p-score’

, ‘for each p-score, either no individual selection

(contextual) or no within-group variance in that p-score’

Note that each of these implications holds in both

directions, that is, they are equivalences. This is a striking

result, given that two of the corresponding implications

for a single p-score hold only in the left-right direction.

To understand this, consider the first equivalence,

between ‘no within-group variance in fitness’ and ‘no

within-group selection on any p-score’. In the left-to-

right direction, this is trivial. To see that it holds in right-

to-left direction, suppose that fitnesses vary in at least

one group. It is then possible to define a p-score that will

be subject to selection within that group, simply by

assigning 1 to each individual who is at least as fit as the

group average, and 0 to every other individual. There-

fore, the only way that there can be no within-group

selection on any p-score is if there is no within-group

variance in fitness. (This is why repression of competi-

tion, but not all groups being clonal, is sufficient for link

1 to hold.) See Fig. 1 for an illustration of this point.

The second equivalence, between ‘no within-group

selection on any p-score’ and ‘no change due to within-

group selection in any p-score’, holds for essentially the

same reason. Although any particular p-score can exhibit

no change due to within-group selection even if it is

subject to within-group selection, if all possible p-scores

exhibit no change due to within-group selection, this can

only be because fitnesses are equal in each group, which

implies the absence of within-group selection on any

p-score.

Next, consider the relation between the selection/

optimality links holding (on the ‘possible’ definition of

scope for selection), and the above conditions. It is easy

to see that if there is no within-group selection on any

Table 3 Conditions on a single p-score.

No within-group selection "i CovJ(pij,wij) ¼ 0

No change due to within-group selection EI[CovJ(pij,wij)] ¼ 0

No individual selection in the contextual sense b1 ¼ 0

No within-group variance in fitness "i VarJ(wij) ¼ 0

No within-group variance in p-score "i VarJ(pij) ¼ 0

Table 4 Conditions on all p-score.

No within-group selection on any p-score "p "i CovJ(pij,wij) ¼ 0

No change due to within-group selection

in any p-score

"p EI[CovJ(pij,wij)] ¼ 0

No individual selection in the contextual sense

on any p-score

"p b1 ¼ 0

No within-group variance in fitness for any p-score "i VarJ(wij) ¼ 0

No within-group variance in any p-score "p "i VarJ(pij) ¼ 0
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p-score, then links 1, 2 and 3 hold, where the ‘agents’ are

groups and the objective function is group fitness (¼
average individual fitness). (This follows from Gardner

and Grafen’s parallel analysis in relation to all actual

p-scores; see their Appendix S1.) We argued above that

link 4 also holds in the absence of within-group selection

on any p-score (see section ‘Groups as Adaptive Units’),

and we showed that link 5 holds in the same circum-

stance (see section ‘Clonality vs. Repression of Competi-

tion’). Therefore, the absence of within-group selection

on any p-score is sufficient for all the links to hold. Our

results show that the absence of within-group selection

on any p-score is equivalent to no within-group variance

in fitness; so the latter condition is also sufficient for the

links to hold.

What conditions are necessary for the links to hold?

Gardner and Grafen do not explicitly discuss this; they

say only that if there is within-group selection on some

p-score, then the links are ‘not proven’, which is weaker

than saying that they do not hold. But the latter is in fact

true. If there is within-group selection on some p-score, it

is easy to show that not all of the five links can be true. In

fact, something stronger can be shown, namely that either

link 1, 3 or 5 must fail; see Appendix S2. So links 1, 3 and

5 jointly imply the absence of within-group selection on

any p-score, which as we have seen is equivalent to the

absence of within-group variance in fitness. Thus, the

latter condition is necessary for links 1, 3 and 5 to hold and

is thus necessary for all the links to hold.

This result is interesting, because it shows that the five

links are not logically independent. For because links 1,

3, and 5 together imply the absence of within-group

variance in fitness, which itself is a sufficient condition

for all the links to hold – granting our argument about

link 4 – it follows that links 1, 3 and 5 imply links 2 and 4.

Therefore, Gardner and Grafen’s characterization of

group adaptationism, in terms of all five links holding,

could in fact be re-expressed as links 1, 3 and 5 holding.

This is not a criticism; to characterize a concept axiom-

atically, one does not have to use the smallest possible

axiom set; some redundancy in the axioms can be

illuminating.

Therefore, granting our argument about link 4, we

arrive at the following:

Proposition 3.
‘links 1, 2, 3, 4 and 5 hold’

, ‘links 1, 3, and 5 hold’

, ‘no within-group variance in fitness’

, ‘no within-group selection on any p-score’

, ‘no change due to within-group selection in any p-

score’

, ‘for each p-score, either no individual selection

(contextual) or no within-group variance in that p-

score’

These equivalences explain our claim in the previous

section that the Price equation approach to multi-level

selection, enshrined in eqn (2), has no particular link to

group adaptationism, if the latter is defined as the links

holding. For although it is possible to characterize the

five links holding in terms of components of eqn (2), as

‘no change due to within-group selection in any p-score’,

it is equally possible to characterize their holding in

terms of contextual analysis, by referring only to the

parameter b1 of eqn (5). For the condition ‘for each

p-score, either no individual selection (contextual) or

no within-group variance in that p-score’ can be

A

B

A, B, C

p1

p2

C

Fig. 1 The left-hand box depicts a population in which there is within-group variance in fitness. The set of all possible p-scores is A. The set of

p-scores for which there is no within-group selection is C. The set of p-scores for which there is no change due to within-group selection is B.

Crucially, for any p-score in B but not in C, such as p1, one can find another p-score in A but not in B, such as p2 (see Lemma 2 in Appendix S2)

So in a population for which A ¼ B, there can be no p-scores in B but not in C, that is the sets A, B, and C co-incide. Moreover, the only way in

which A can equal B is if there is no within-group variance in fitness, as in the right-hand box (see Proposition 2).
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re-expressed as ‘for each p-score, either b1¼0 or b1 is

undefined’. So the Gardner and Grafen analysis of group

adaptationism, under the ‘possible’ definition of scope

for selection, provides no particular reason to favour the

Price over the contextual approach to defining levels of

selection.

G. C. Williams strikes back

We argued above that anyone accepting G.C. Williams’

concept of group adaptation should distinguish between

the selection/optimality links holding for the ‘right’ and

the ‘wrong’ reason. The links will hold for the ‘wrong’

reason where there is no group functional integration

and no social behaviour among individuals; but the

individuals in each group happen to be equally well

adapted. This is an example of fortuitous group benefit,

for Williams, and contrasts with genuine group adapta-

tion. This means that Williams’ concept of group adap-

tationism should be defined as ‘the links hold + X’. But

what is ‘X’?

Intuitively, ‘X’ refers to the fact of group-level func-

tional integration, for example the existence of a mech-

anism for repression of reproductive competition. The

key distinction is between a case where within-group

fitnesses are equalized by some such mechanism, and a

case where they just happen to be equal, for example,

because the groups are clonal and individual fitness

depends only on individual genotype. In the former case,

the individuals in each group share a common fate; in the

latter case, they merely have identical fates.

We introduced contextual analysis, as opposed to the

Price approach, precisely to capture Williams’ distinction.

However, the results of the last section show that, on the

‘possible’ definition of scope for selection, the links

holding can be characterized using either the Price or the

contextual approaches. So the contextual approach, as

outlined above, cannot itself capture the elusive condi-

tion ‘X’. So how should an advocate of Williams’ concept

proceed?

A natural suggestion is to modify contextual analysis

by introducing a counterfactual test. Consider a simple

example in which an individual’s fitness depends only on

a single genetic locus. There are two alleles at the locus,

one of which confers a fitness advantage. All individuals

in a group have the same allele, but there is between-

group variance. So within-group fitnesses are equal, but

not because of a group-level effect; so the links hold for

the wrong reason. Consider a p-score that indicates

presence or absence of the superior allele. Because this

p-score shows no within-group variance, b1 is undefined.

So although individual fitness depends only on individ-

ual genotype, contextual analysis cannot detect this due

to insufficient genetic variation.

A solution is to consider what would happen if genetic

variation were introduced within groups. Suppose that

one or more individuals had their genotype changed at the

locus in question, in a way that leads to within-group

variation. This will also change the fitness distribution in

the population. Consider the new p-score, denoted p¢, that

indicates presence or absence of the superior allele in this

modified population. Because p¢ does vary within groups,

b¢1 is now defined, so contextual analysis can reveal that

individual fitness depends solely on individual genotype,

not on group effects, that is b¢1 „ 0. This shows that in the

original population, the absence of within-group variance

in fitness, and thus the holding of the links, was not due to

a mechanism for repressing reproductive competition, but

arose simply because of the absence of within-group

variance in the crucial genotype.

We can generalize this example into an abstract

characterization of what it means for the links to hold

‘for the right reason’. Consider all the actual p-scores in

the population. Take the subset of the actual p-scores that

show no within-group variance, for which b1 is unde-

fined. (This subset will be nonempty in the cases that we

are trying to rule out.) For each of these p-scores, we

introduce within-group genetic variation in the allele

that the p-score represents, by modifying the genotypes

of one or more individuals. This results in a new set of

actual p-scores, to which contextual analysis can be

applied again, and for which the b¢1 coefficients must be

well defined. If the links hold for the ‘wrong’ reason, as

in the example above, at least one of these b¢1 coefficients

will be nonzero. If they hold for the ‘right’ reason, each

of the coefficients will be zero, indicating that in the

original population, the absence of within-group fitness

variance did not arise simply because the alleles on

which individual fitness depended were fixed in each

group, so must have been due to a mechanism for

repression of reproductive competition.

So Williams’ concept of group adaptationism can be

defined as ‘the links holding for the right reason’. We saw

above that ‘the links holding‘ is equivalent to ‘for each

p-score, either b1 ¼ 0 or b1 is undefined’. The ‘right

reason’ can be characterized as follows: ‘for all actual

p-scores for which b1 is undefined, b¢1 ¼ 0’. The con-

junction of these conditions thus defines group adapta-

tionism à la Williams. This definition ensures that the

distinction between group adaptation and fortuitous

group benefit is respected. In a case of fortuitous group

benefit, the links may hold but will not hold for the right

reason, and our counterfactual test will detect this.

Where the links hold for the right reason, the covariance

between group p-score and group fitness, that appears in

eqn (2), is not simply a side-effect of individual selection,

but reflects a direct casual influence of group p-score on

group fitness. This fits well with Williams’ insistence that

a group adaptation is a feature of a group that benefits it

and that evolved for that reason.

The ‘right reason’ condition may seem unwieldy,

referring as it does to what would happen if certain

hypothetical changes were introduced into the popula-

tion. It would be nicer if group adaptationism could be

Group adaptation, formal darwinism and contextual analysis 1137

ª 2 0 1 2 T H E A U T H O R S . J . E V O L . B I O L . 2 5 ( 2 0 1 2 ) 1 1 2 7 – 1 1 3 9

J O U R N A L O F E V O L U T I O N A R Y B I O L O G Y ª 2 0 1 2 E U R O P E A N S O C I E T Y F O R E V O L U T I O N A R Y B I O L O G Y



defined without such complications, in terms of actual

statistical parameters. However, it is not really surprising

that this cannot be done. Williams’ concept of group

adaptation is explicitly causal, and it is a familiar point

that causal relations cannot be fully defined in statistical

terms. The distinction we have been trying to capture,

between the links holding for the right and wrong

reasons, is causal and will usually be detected by

contextual analysis, but not always. Where there is

insufficient genetic variation for the regression coeffi-

cients of the contextual model to be defined, the

distinction can only be captured by considering counter-

factual scenarios.

Our proposed modification to the definition of group

adaptationism – the ‘right reason’ condition – is

expressed in terms of contextual analysis. One might

think that this provides a reason to favour the contextual

over the Price approach to multi-level selection. But in

fact, the ‘right reason’ condition can be characterized

using only parameters of the Price equation partition.

Recall that any p-score for which b1 is undefined must

show no within-group variance, and vice-versa. We

know from Proposition 1 that if a p-score does show

within-group variance, then b1 ¼ 0 is equivalent to there

being no change due to within-group selection, that is

the second term of the Price eqn (2) equals zero.

Therefore, in the modified scenario, where by definition

each new actual p-score does show within-group vari-

ance, the requirement that b¢1 ¼ 0 is equivalent to the

absence of change due to within-group selection on the

p-score. Therefore, the ‘right reason’ condition, like

the ‘links holding’ condition, can be equally character-

ized in terms of the contextual or the Price partitions.

Despite this equivalence, the contextual characteriza-

tion of the ‘right reason’ condition is more natural. For

the condition, b¢1 ¼ 0 has a natural causal interpretation;

it means that the gene in question does not directly affect

individual fitness. By contrast, the condition ‘no change

due to within-group selection’ has no natural interpre-

tation. For note that, for a given p-score, this condition is

not equivalent to the absence of within-group selection

on the p-score. So one cannot capture the ‘right reason’

condition by requiring that there be no within-group

selection in the modified population.

Conclusion

The idea that groups can be adaptive units is a venerable

one in biology, but until Gardner and Grafen’s analysis

had never received a sufficiently precise formulation.

Our approach has been one of critical sympathy with

Gardner and Grafen’s analysis. We have endorsed the

essence of the ‘formal Darwinism’ project – defining

adaptationism in terms of links between natural selection

and optimality – and followed Gardner and Grafen’s lead

in applying this methodology to the issue of group

adaptationism. Our aim has been twofold: firstly to

explore the logical consequences of the distinction

between the ‘actual’ and ‘possible’ definitions of ‘scope

for selection’; and secondly to see whether Gardner and

Grafen’s analysis can be reconciled with G.C. Williams’

influential concept of group adaptation. Our main results

are the following.

On the ‘actual’ definition of ‘scope for selection’:

1. All five selection/optimality links hold for clonal

groups (presuming that group fitness is a function of

group phenotype alone).

2. Link 5 fails for competitively repressed groups.

On the ‘possible’ definition of ‘scope for selection’:

3. All five selection/optimality links hold for competi-

tively repressed groups.

4. Links 1 and 3 fail for clonal groups (unless there is no

within-group variance in expected fitness.)

5. The absence of within-group variance in fitness is both

necessary and sufficient for the five selection/optimal-

ity links to hold.

6. Links 1, 3 and 5 are jointly equivalent to links 1, 2, 3, 4

and 5.

7. The links holding can equally be characterized in terms

of the Price equation or contextual analysis.

In general:

8. Williams’ concept of group adaptation can be defined

as the links holding ‘for the right reason’.

9. The links holding ‘for the right reason’ can equally be

characterized in terms of the Price equation or

contextual analysis.

10. Group adaptationism, in Williams’ sense, cannot be

fully characterized without reference to causality.
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